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AHHOTaNUA. Ycenyeu nepegoda nonv3yromces OOIbUWUM CHPOCOM, YeM Ko20a-1ubo, 6
COBPEMEHHOM 2N100aNU3UPOBAHHOM Mupe, 0Cc0OeHHO 8 yugposom cexmope. I[lpunoscenue
07151 nepeeooda Ha OCHOBE KOPNYCA MOdcem obecneyums mouHvle, eCmecmeeHHo 38ydaujue
nepesoovl ¢ ObICMPLIM PA38UMUEM MEXHOO2UIL.

KuarwueBble. [lapannenvuviii xopnyc, npunodicenue Ol Nnepesood, HeUpOHHbILL
MawiuHHwll nepesod (NMT).

Abstract. Translation services are in greater demand than ever in today’s globalized
world, particularly in the digital sector. A corpus-based translation application can provide
accurate, natural-sounding translations with the rapid advancement of technology.
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1.Introduction.

A machine translation software program uses artificial intelligence to translate texts
from one language to another, for example from Uzbek to English. Over time technology
has enabled machine translation software to become more accurate, despite the fact that it
was initially not very accurate. In this article , we will explore the process of creating a
corpus-based translation app, including the steps involved in building a corpus, the
techniques used to train the translation models, and the evaluation of the system's
performance.

2.Building the Corpus.

A corpus-based translation application requires a corpus of text samples from the
source and target languages that contain a wide range of genres and topics.[1] This corpus
should be large enough to train the translation models with adequate data. [2] In addition to
using online databases, websites, and publications as sources for collecting the corpus, it
should be preprocessed to extract meaningful linguistic features, such as part-of-speech
tags, syntactic, and structures.

Matching sentences with each others can be done automatically by computer
programs, Several such programs are available for free. LF Aligner, Twente-Aligner is one
of the above programs and they match texts cross section:
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74 LF Aligner 4.24 — | X

Specify the languages of your texts:

Language 1: |Enaglish

Language 2: [Uzbek

Number of languages (usually, 2): |2 j

Note: you can change the default languages by editing LF_aligner_setup.txt

Next

74 LF Alignment Editor 2.1 - aligned_EN-uz.txt

Fie Edt Help

1

2 1. Marseilles—The Arrival. I. MARSEL.TASHRIF [EN

3 Ion the 24th of February, 1815, the 1815 yilning yigirma to'rtinchi [EN
loo at Notre-Dame de la Garde e 1 e— 1

the three-master, the Pharaon
om Smyrna, Trieste, and Naples. lkFaraon» nomli kema yaginlashib
kelayotganini xabar gildi. Bu kema
[Smir- na, Triest va Neapoldan
kelayotgan edi.

4 As usual, a pilot put off immediately, [Port losmani har galgidek darhol [EN
land rounding the Chateau d'If, got on lgavandan chigdi-da, If gal’asini yonlab
[poard the vessel between Cape Morgion lo‘tib, Morjion buruni bilan Rion oroli
land Rion island. lo‘rtasida kelib kemaga chigdi. Mugaddas

Ionna gal’asi maydoni bir zumda
sinchkov tomoshabinlarga lig to‘ldi.
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an gadimiy Fokeyada
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ially when this

An example of an Uzbek-English parallel corpus created using the LF Aligner
program

2. Training the Translation Models.

As soon as the corpus is built and preprocessed, training the translation models takes
place. This involves using machine learning techniques to learn patterns and relationships
between source and target languages and generating translations based on those patterns. A
number of machine translation techniques can be used for training the models, including
neural machine translation (NMT) and statistical machine translation (SMT)

A neural network is used in the NMT models to learn a mapping between a source
language and a target language by layering the input data.[3] The models can be trained
supervised or unsupervised, and they can be optimized using a variety of techniques, such as
backpropagation and gradient descent.

3. Evaluating the System's Performance.

In order to create a corpus-based translation app, the last step is to evaluate its
accuracy, fluency, effectiveness. It is possible to do this using BLEU, METEOR, and
human evaluation scores, among others.[4] By comparing n-grams in the two sets of
translations, the BLEU score measures how similar the system's translations are to the
reference translations [5]. A METEOR score compares the semantic and syntactic features
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of two sets of translations to determine the overall quality of the system's translations. By
requesting feedback from human evaluators, the human evaluation score measures the
subjective quality of the system's translations[6].

4. Conclusion.

To conclude, building a corpus-based translation app requires several steps, including
building a corpus, training the translation models, and evaluating the results. Machine
learning and advanced algorithms can provide accurate, natural-sounding translations
tailored to the users' specific needs through such apps. As technology continues to improve,
we can expect to see even more innovative and effective translation tools in the years to
come.
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