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Abstract: This paper presents a comprehensive comparison of three gradient descent 

algorithms commonly used in machine learning and deep learning: Batch gradient descent, 

stochastic gradient descent, and mini-batch gradient descent. Differences between these 

algorithms in terms of gradient descent computational efficiency, stability, and learning 

dynamics are explained. Provides a clear and concise overview of each algorithm, their 

advantages and disadvantages, making it easy to understand their suitability for a specific 

problem and data set. Relevant information is provided to illustrate the difference between 

these algorithms. 
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Introduction: 

Gradient descent is an iterative algorithm for finding the minimum of a function. Its 

purpose is to apply optimization to find the minimum or global minimum error value. It is 

mainly used to update model parameters. Gradient descent is a vector-valued function that 

describes the slope of the tangent to the graph of the function, indicating the direction of the 

most significant rate of descent of the function. The main goal of this algorithm is to 

minimize the function by iteratively adjusting the input parameters [2, 4]. below. - we can 

see the gradient reduction graph in the 1.1. picture [8]. 

 
1.1 - picture. Gradient descent graphics 

Batch Gradient descent formula that updates the weight parameter w : 

1 * ( )
ii i w iw w a J w i     
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Here, w denotes the weights to be updated. a- learning speed of the algorithm. A 

hyperparameter that controls how much the model changes in response to an assumed error, 

the cost function J, also refers to the iteration index [3]. 

In the batch gradient descent algorithm, the entire data set is used to calculate the 

gradient of the cost function. 2.1 - we can see formulas 
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gradient descent is computationally expensive and requires loading the entire data set 

into memory and evaluating the cost function for each instance [1]. Batch gradient descent 

computes the gradient using all the training data at each step [8]. 

 
1.2. - a picture. Batch gradient descent (BGD) algorithm performance architecture. 

Batch Gradient Descent (BGD) algorithm considers all training examples in each 

iteration. If the dataset contains a large number of training examples and a large number of 

features, the implementation of the Batch Gradient Descent (BGD) algorithm is 

computationally expensive [5]. 

Number of training examples to replicate = 1 million = 1⁰⁶ 

Number of iterations = 1000 = 1⁰³ 

Parameters must be numbered = 10000 = 1⁰⁴ 

Total counts = 1⁰⁶ * 1⁰³* 1⁰⁴ = 1⁰¹³ 

Stochastic gradient descent, unlike batch gradient descent, does not go through all 

samples; Instead, it selects a single random parameter and optimizes the data set according 

to the recorded value of the data points, performing learning at each update [7]. 

A Stochastic Gradient Descent formula that updates the weight parameter w : 

1 * ( , , )
i

i i

i i w iw w a J x y w     

y - Same as Gradient descent when characters are targets, and in this case represent a 

single observation. 
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1.3. - a picture. Performance architecture of stochastic gradient descent (SGD) 

algorithm. 

Stochastic gradient descent (SGD): 

Number of training examples to replicate = 1 

Number of iterations = 1000 = 1⁰³ 

Number of parameters to be trained = 10000 = 1⁰⁴ 

Total counts = 1 * 1⁰³*1⁰⁴=1⁰⁷ 

Comparison with batch gradient descent: 

Total accounts in BGD = 1⁰¹³ 

Total accounts in SGD = 1⁰⁷ 

Estimate: SGD is ¹⁰⁶ times faster than BGD in this example. 

Mini-Batch Gradient Descent is a cross between Batch Gradient Descent (GD) and 

Stochastic Gradient Descent (SGD). In this approach, instead of iterating over an entire 

dataset or a single observation, we divide into small subsets and calculate the gradients for 

each subset [9]. 

A Stochastic Gradient Descent formula that updates the weight parameter w : 
: :

1 * ( , ; )
i

i i b i i b
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     

The notation is the same as for Stochastic Gradient Descent, where b is a 

hyperparameter representing the size of one set [4]. 
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.4. – Performance architecture of the Mini-Batch Gradient Descent (MBGD) 

algorithm. 

Mini-Batch gradient descent (MBGD): 

Number of training examples to repeat = 100 = 1⁰² 

Here we look at examples of 1⁰⁶ to 1⁰² training. 

Number of iterations = 1000 = 1⁰³ 

Number of parameters to be trained = 10000 = 1⁰⁴ 

Total counts = 1⁰²*1⁰³*1⁰⁴=1⁰⁹ 

1.1. – table. Comparative analysis results of gradient descent methods.. 

N The method name Accuracy Time 

1 Batch gradient descent High More 

2 Stochastic gradient descent Low Less 

3 Mini-Batch gradient descent Average Average 

 

CONCLUSION 

The choice of gradient descent algorithms depends on the specific problem, the size of 

the data set, and the available computing resources. Batch gradient descent is suitable for 

small data sets and optimization problems. Stochastic gradient descent is efficient for large 

datasets, but requires careful tuning of the learning rate. Mini-Batch gradient descent is a 

popular choice for many datasets, striking a balance between accuracy and efficiency. By 

understanding the characteristics of each algorithm, practitioners can make decisions to 

optimize model training and achieve better results. We have considered the advantages, 

disadvantages and differences of three main types of gradient descent algorithms. 
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